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Abstract

When a word is read in a text, the aspects of its meanings that are encoded should be those relevant to the text and not those that are irrelevant. We tested whether older adults, college students, and adults with poor literacy skills accomplish contextually relevant encoding. Participants read short stories, which were followed by true/false test sentences. Among these were sentences that matched the relevant meaning of a word in a story and sentences that matched a different meaning. We measured the speed and accuracy of responses to the test sentences and used a decision model to separate the information that a reader encodes from the reader’s speed/accuracy tradeoff settings. We found that all three groups encoded meanings as contextually relevant. The findings illustrate how a decision-making model combined with tests of particular comprehension processes can lead to further understanding of reading skills.
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A complete understanding of a text requires understanding the meanings of its words as they are relevant to it. The full meaning of a word is not necessary and irrelevant aspects of its meaning are not useful and may be detrimental. Contextually relevant meanings are needed for ambiguous words such as "bug," but also for words that are not ambiguous. For a text that mentions a tomato, the relevant aspects of its meaning are different when the text discusses its color than when it discusses its shape. Tomatoes are red is relevant in the context of painting a picture of a tomato but tomatoes are round is relevant in the context of rolling a tomato across a table.

Research on reading is often organized by Perfetti and Stafura’s (2014; Perfetti, 2007; also Cromley & Azevedo, 2007) general framework for comprehension. Word knowledge is at the center of this framework. This is reflected in the "lexical quality hypothesis" that skilled reading depends on high-quality, robust knowledge of words (Perfetti & Hart, 2002). High-quality representations are said to be essential to understanding which aspects of a word’s meaning are contextually relevant and therefore essential to successful comprehension (Perfetti & Hart, 2002; Perfetti, 2007).

We examined the representations of words’ meanings as they were encoded into short stories by testing memory for them. There was a series of blocks of trials and for each block, participants read six stories, one at a time. They then received a list of true/false test sentences, some for which the truth or falsity could be evaluated only by reference to one of the six stories and some for which the truth or falsity could be evaluated by reference to general knowledge (e.g., "the sky is concrete," "newspapers are reading material," "tomatoes are red," "tomatoes are round"). The materials of interest were pairs of stories like these "tomatoes" stories:

"This painting would require great accuracy. The painter searched many stores to find the color most suited to use in painting the ripe tomato."

"The child psychologist watched the infant play. The little girl found a tomato to roll across the floor with her nose."

For the first, the meaning of tomato is more to do with red than round and for the second, it is the reverse. The test sentence "tomatoes are red" matches the first text and not the second,
and the test sentence "tomatoes are round" matches the second but not the first. The question was whether verification of a matching sentence was easier than verification of a mismatching sentence.

The diffusion decision model

An important difference between our study and many other studies of comprehension including those that have investigated contextually relevant meaning is that we use a quantitative model of decision making (Ratcliff, 1978; Ratcliff & McKoon, 2008). For the experiments reported here, participants were asked to make two-choice decisions (true-false).

The model solves problems that have been ubiquitous in decision making research. First, it translates accuracy and RTs into the same underlying components of the decision process, one of which is the information from memory upon which the true-false decisions are based. This allows direct measurement of the degree to which matching versus mismatching information is encoded into the meanings of the texts. Second, it explicitly addresses the speed/accuracy tradeoffs that individuals adopt, which is required because an individual may respond with low accuracy to test items because he or she does not know the relevant information or because he or she does know the information but decides to prioritize speed over accuracy. The criterion that an individual sets to determine the accuracy and RTs of his or her responses is a second component of the model, independent of the first. The third problem that the model addresses is that of scaling. For example, suppose the baseline mean RT for one group of individuals is 1000 ms and for another it is 700 ms. Further, suppose the mean difference in RTs between two experimental conditions is 150 ms for the first group and and 80 ms for the other. The problem is how to interpret the effect of the independent variable. In other words, is the size of the effect the same for 150 out of 1000 as for 80 out of 700? The model allows this question to be answered. The fourth advantage of the model is that it can substantially increase the power to observe differences among the conditions of an experiment when there are relatively small numbers of observations and/or the variability in accuracy and RTs is too large to detect effects.

These contributions of the diffusion model to research on text comprehension are crucial for the development of theories about comprehension in general and about the comprehension
skills of older and low-literacy individuals in particular. To develop such a theory, it is essential to know to what extent individuals have encoded textual information but this is not possible without separating away individuals’ choices of speed/accuracy settings. It is also impossible to compare one individual’s skills, or one population’s skills, to another’s without dealing with scaling issues. And, increasing the power of experiments should allow finer discriminations among theories.

In earlier research, the insights gained by application of the diffusion model have been demonstrated for elderly adults in a number of tasks, including lexical decision, recognition memory, numerosity judgments, and perceptual tasks. Generally, prior to application of the diffusion model, it had been assumed that all, or almost all, cognitive processes slow with age and so less information can be brought to bear on decisions. However, application of the model showed this is not the case for many tasks (e.g., Ratcliff, Thapar, & McKoon, 2004; 2010; 2011): elderly adults are slower than young adults in large part because they set their speed/accuracy settings to value accuracy more than young adults do.

The Three Experiments

We tested whether words’ meanings were encoded in a contextually relevant fashion in three experiments. For Experiment 1, the participants were college students, for Experiment 2, they were older adults with a mean age of 70.6, and for Experiment 3, they were adults who read at only about the seventh grade level. McKoon and Ratcliff (1988) found that college students show contextually relevant encoding in an experiment similar to that reported here and so we expected to replicate their finding. The more important questions were whether this ability declines with age and whether it is an ability missing from the comprehension skills of poor readers. If word knowledge is indeed at the center of comprehension, then if older adults fail to properly encode it, there are serious implications for their abilities to use, for example, financial or health information. If poor readers fail, constructing meanings in context should be a focus of classes aimed at improving their reading skills.
Older adults

As we describe in more detail later, studies of context effects with older adults have produced mixed results, some indicating that they do encode meanings in a contextually relevant fashion and some that they do not. There have been many hypotheses about the effects of age on cognitive processes that are relevant to reading comprehension. Older adults may have a deficit in short-term memory, in binding one piece of information to another, in processing speed, and/or in the ability to discard irrelevant information. Especially relevant here, Craik and Byrd (1982) proposed that older adults are limited in the richness with which they encode words’ meanings and therefore limited in the extent to which context determines what they encode.

In Experiment 2, we found that the older adults did encode contextually relevant meanings. Their responses were slower than those of the young adults but, as with the earlier research mentioned above, this was due, in the main, to differences in their speed-accuracy criteria settings. Older adults generally set their boundaries to strongly value accuracy, setting them within only a few percent of the boundaries that would give the maximum possible accuracy (Starns & Ratcliff, 2010, 2012).

Adults with poor reading skills

Low literacy is a dramatically large problem in the United States (The National Center for Education Statistics; Baer, et al., 2009; Kutner, et al., 2006; Miller, McCardle, & Hernandez, 2010; Greenberg, 2008). The International Adult Literacy Survey Institute (2011) found that about 23% of adults in the United States read prose at the lowest level scored, indicating difficulty with comprehending even the most basic textual information; the National Assessment of Adult Literacy (Kutner et al., 2006) found that 43% lack the necessary literacy skills for most living wage jobs; and the Organization for Economic Co-operation and Development (OECD, 2013) found that one in six adults, about 36 million (two-thirds of them born in the United States) have low literacy skills. As Nicholas Kristof of the New York Times has put it (October 26, 2014), these data "should be a shock" to all Americans.

Previous research with poor readers has been interpreted as showing that they have
difficulties with most, if not all, elements of comprehension, including establishing contextually relevant meanings. However, as with the older adults, we found that they did encode such meanings. And, again, their responses were slower than those of the young adults mainly because they set their boundaries farther apart, valuing accuracy more than speed.

College Students: Experiment 1

Many studies have been interpreted as showing that good readers’ understandings of word meanings during reading are context dependent. For college-age adults who read well, Barsalou (1982), Tabossi and Johnson-Laird (1980), Tabossi (1982), and McKoon and Ratcliff (1988) all found that the time taken to verify a true sentence was shorter when the information in the sentence was relevant to the information in an immediately preceding text. For example, in Tabossi’s experiment, the time to verify that banks contain money was shorter after "the bank was robbed by three bandits" than after "the bank was built 10 years ago."

For good readers, context-dependent meanings appear not only to be available immediately after a context sentence but also encoded into memory with their context sentences. Anderson, Pichert, Goetz, Schallert, Stevens, and Trollip (1976) and Anderson and Ortony (1975) used cued recall paradigms. Anderson et al. had participants study sentences (in mimeographed booklets) like "the fish attacked the swimmer" and "the fish avoided the swimmer" and found that "shark" was a better cue for the "attack" sentence than for the "avoid" sentence and Anderson and Ortony (1975) found that "basket" was a better cue for "the container held the apples" than "the container held the coca cola." McKoon and Ratcliff (1988) asked participants to decide whether test sentences were true or false and, after several stories had been read, found facilitation in RTs and accuracy when a test sentence was relevant to a text compared to when it was not.

Perhaps the most compelling finding about context-dependent meaning for good readers was provided by Roth and Shoben (1983) who showed that context can restructure the representation of a word’s meaning. They used context sentences like "during the midmorning break, the two secretaries gossiped as they drank the beverage" and "before starting his day, the truck driver had the beverage and a donut at the truck stop.” For both contexts, participants read
an immediately following sentence faster if it instantiated "coffee" as the beverage, compared to a control sentence, implying that "coffee" was contextually relevant for both. However, if the context sentence was "during the midmorning break, the two secretaries gossiped as they drank the beverage," a sentence instantiating "beverage" as "tea" was read faster than a sentence instantiating it as "milk." The reverse pattern was obtained when the context sentence was "before starting his day, the truck driver had the beverage and a donut at the truck stop;" an instantiation of "milk" was read faster than an instantiation of "tea." These results indicate that "beverage" is understood in one case as coffee-or-tea-type beverages and in the other as coffee-or-milk-type beverages.

From results like these, we expected that college students would show contextually relevant encoding with the "tomatoes" materials.

Method

Participants. There were 32 participants, all receiving credit for an introductory psychology class at Ohio State University.

Materials. The materials were similar to those used by McKoon and Ratcliff (1988). There were 80 pairs of stories like the tomatoes example, one making one aspect of the meaning of a noun more relevant and one making another more relevant, each pair with two test sentences, making four conditions, as exemplified by the tomatoes stories: "Tomatoes are red" and "Tomatoes are round" were tested after "The child psychologist watched the infant play. The little girl found a tomato to roll across the floor with her nose." and after "This painting would require great accuracy. The painter searched many stores to find the color most suited to use in painting the ripe tomato." Other examples are "turtles have shells," "turtles are slow;" "a lamp is a piece of furniture," "a lamp gives light;" "airplanes have pilots;" and "airplanes carry passengers". For each of the two stories of a pair, there were also one sentence that was true according to the story (e.g., "the painter searched many stores) and one that was false (e.g., "the painting required little accuracy"). In addition, there were 40 filler stories, each with one test sentence true according to the story and one false. There were also 80 test sentences that were true and 120 that were false according to general knowledge, all unrelated to any of the stories in
the experiment. Examples are "cradles hold teenagers," "ants are mammals," "ribbons are delicious," "clocks are mysterious," "Mars is a planet," "beavers build dams," "cows moo," and "contact lenses correct vision."

Procedure. The stories and test sentences were presented on a PC screen and responses were recorded from its keyboard. To familiarize participants with the screen and keyboard, the experiment began with 32 items tested in lexical decision (half words and half nonwords).

Following the lexical decision items, there were 25 blocks of stories and test sentences, the first one for practice. To begin each block, participants pressed the space bar on the keyboard. Each block after the practice was made up of six stories, four experimental and two filler, in random order, and 26 test sentences. For stories with two lines, presentation time was 6 s, for three-line stories it was 9 s, and for four-line stories it was 11 s.

Each test list was made up of the target sentence for each experimental story, the true and false test sentences for each experimental story, the true and false test sentences for the filler stories, six sentences false by general knowledge, and four sentences true by general knowledge. The test sentences were in random order except that the target sentence for an experimental story was immediately preceded by the true test sentence for that story.

Each test sentence was displayed until a participant made a response, pressing the ?/ key for "true" and the zZ key for "false." If the response was correct, the screen was cleared for 50 ms and then the next test sentence was displayed. If the response was not correct, the message "ERROR" was displayed for 900 ms, then the screen was cleared for 50 ms and the next test sentence displayed. Participants were asked to respond as quickly and accurately as possible.

Design. There were the four conditions described above: the first story of a pair was presented and the target test sentence matched that story or it mismatched that story (i.e., it matched the other story of the pair), or the second story of a pair was presented and the target sentence matched or mismatched it. For the 32 participants, a Latin-square counterbalanced the four conditions giving 8 participants for each condition and 20 pairs of stories for each condition.
Results: RTs and accuracy

For all three experiments, responses longer than 4000 ms and shorter than 350 ms (about 1% of the data) were eliminated from analyses. Table 1 shows median RTs and accuracy averaged over participants. (We use median RTs because medians are used in fitting the diffusion model to the data - the 0.5 quantile RTs.) There were no significant differences between the two stories of the pairs and so the two matching conditions were combined and the two mismatching conditions were combined for analyses of the data. This was true for all three experiments. We present results from standard analyses and then mixed effects t-tests and ANOVAs.

RTs for matching test sentences were shorter than RTs for mismatching ones (t(31)=−5.3, p<.05), mixed effect model t=−7.3,p<.05) with a mean difference of 67 ms (95% CI 42-94 ms). They were also more accurate (t(31)= 3.2, p<.05, mixed effect model t=4.1 ,p<.05), with a mean difference of 0.025 (95% CI 0.009 to 0.041). This is a robust result that generalizes McKoon and Ratcliff’s (1988) finding to new stories and more of them (48 vs. 80).

Older Adults: Experiment 2

To understand how age affects comprehension processes, it is necessary to understand the extent to which older individuals encode textual information: this requires separating that information from speed/accuracy settings. To our knowledge, there have been no studies that have used diffusion models to address this question for these kinds of materials. A finding of significant decline would have important consequences for theories about the effects of age on comprehension. It would also have serious, practical, implications for how textual information should be constructed for older adults such that they can achieve full comprehension. In addition, a finding of no significant decline would provide a baseline against which individuals with Mild Cognitive Impairment (MCI) and early Alzheimer’s Disease (AD) could be compared. It might be that appropriately establishing the meanings of words is one of the last comprehension skills to be lost, which could suggest possibilities for tailoring verbal interactions with MCI and AD
individuals.

The volume of research investigating older adults’ word knowledge is extremely large and many specific issues have been addressed. All of it, as we review, indicates that older adults have the knowledge needed to understand which of the meanings of a word are relevant to a text being read. We first review this literature and then discuss whether older adults actually do instantiate meaning as contextually relevant.

Crystallized intelligence is defined as semantic knowledge that is preserved with age and it includes semantic information about words. The preservation of various types of crystallized knowledge, including word knowledge, across age has been demonstrated in many studies (e.g., Cattell, 1963; Labouvie-Vief, 1977; Schaie, 1970; Schretlen et al., 2000; Brod, Werkle-Bergner, & Shing, 2013; Horn & McArdle, 1992). It contrasts with fluid intelligence, which is the ability to process, make use of, and reason with new information and fluid intelligence does decline with age.

Vocabulary-- the number of words an individual knows-- is one measure of word knowledge. Many studies have shown that it does not decrease with age and might even increase, perhaps reflecting the much longer experience with words that older adults have compared to young adults (e.g., Ackerman & Rolfhus, 1999; Bowles, Grimm, & McArdle, 2005; Bowles & Salthouse, 2008; Burke & Shafto, 2008; Lezak, Howieson, Loring, Hannay, & Fischer, 2004; Kave & Halamish, 2015; Kave & Yafe, 2014; Kemper & Sumner, 2001; Ronnlund, Nyberg, Backman, & Nilsson, 2005; Salthouse, 1993; Uttl, 2002; Verhaeghen, 2003).

Beyond the number of words older adults know, it appears that there is no decrement in knowledge of their meanings. Studies have shown that semantic knowledge is well preserved (e.g., Ackerman & Rolfhus, 1999; Allen et al., 2002; Goral et al., 2007; Light & Albertson, 1988; Salthouse, 2009) and that there is no decrement in the organization of the meanings of words, including associations among words, associations of a word to its synonyms, and associations of a word to its antonyms (e.g., Burke & Peters, 1986; Lovelace & Cooley, 1982; Scialfa & Margolis, 1986). Older adults also show semantic priming effects (e.g., in lexical decision, Balota & Duchek, 1988; Burke & Harrold, 1988; Burke, White & Diaz, 1987;
Chiarello, Church, & Hoyer, 1985; Duchek & Balota, 1993; Howard, McAndrews, & Lasaga, 1981; Laver, 2009; Laver & Burke, 1993; Myerson, Ferraro, Hale, & Lima, 1992; Radvansky, Gibson, McNerney, 2014; White & Abrams, 2004) and they are able to improve their recall of
word pairs if there are semantic associations between the words (Badham et al., 2012; Naveh-Benjamin, Craik, Guez, & Kreuger, 2005; Naveh-Benjamin, Hussain, Guez, & Bar-On, 2003).

To encode meanings as they are relevant to a text requires not only knowledge of
individual words and their meanings but also general knowledge of the world. For example,
knowing what painters do and why people go shopping is needed for understanding the tomato
stories. Much knowledge of the world is crystallized knowledge and so preservation with age
would be expected. Many studies have shown this (e.g., Arbuckle, Vanderleck, Harsany, &
Lapidus, 1990; Brod, Werkle-Bergner, & Shing, 2013; Cattell, 1963; Cornelius & Caspi, 1987;
Dixon, 2003; Hess, 1985; Labouvie-Vief, 1977; Park & Schwarz, 2000; Radvansky & Dijkstra,
2007; Salthouse, 2014; Schaie, 1970; Schretlen et al., 2000; Staudinger, Cornelius, & Baltes,
1989). Particularly relevant to comprehending words as they are contextually relevant are
schemas (McKoon, Ratcliff, & Seifert, 1989; Schank & Abelson, 1977; Seifert, McKoon,
Abelson, & Ratcliff, 1986). Schemas are representations in semantic memory of sets of typical
characters, actions, and outcomes that occur in real-life episodes. "Eating out at a restaurant"
would be a schema that includes, for example, information about waiters, chefs, silverware,
plates, glasses, food, salt, drinks, menus, bills, money, and receipts, plus all the relations among
these characters and objects and how the activities occur through time. In schemas, the meanings
of words are dependent on the context in which they are used. For example, for "silverware," its
meaning in the schema would depend on context, real silverware in an expensive restaurant,
plastic in MacDonal’ds. Preserved schema knowledge for older adults has been demonstrated by
Arbuckle et al. (1990), Radvansky and Dijkstra (2007), Miller et al. (2004), and Stine-Morrow et
al. (2006). Radvansky and Dijkstra (2007; p. 1036) concluded that "the range of knowledge that
is available to people as they are actively processing information online is essentially the same in
younger and older adults."

All of the data just reviewed indicate that older adults’ knowledge of words and of the
world is well-preserved. From this, the obvious prediction is that they can use this knowledge to incorporate pieces of textual information into a whole in which all the meanings are contextually relevant to each other. On the other hand, there are many difficulties for older adults that could plausibly prevent them from instantiating only contextually relevant meanings. These include short-term memory deficits (e.g., Craik & Byrd, 1982), limitations on attentional resources (e.g., Craik, 1983; Stine-Morrow, Miller, & Hertzog, 2006), deficits in abilities to bind one piece of information to another (Naveh-Benjamin, Guez, Kilb, & Reedy, 2004), decreases in processing speed (e.g., Salthouse, 1996), and deficits in abilities to discard irrelevant information as they read (Hamm & Hasher, 1992).

As described above, the results of some studies of context effects with older adults have been interpreted as showing that they do encode meanings in a contextually relevant fashion and other studies that they do not. We have already described one positive finding, priming in lexical decision and naming tasks, and there are a number of other positive findings. Madden (1988; also Hopkins, Kellas, & Paul, 1995) had participants make lexical decisions about the final words of sentences with the final words being either congruous or incongruous in the context of their sentences. When the final words were visually degraded, RTs benefited from congruent context more for older than young adults (this could be a scaling effect, see the discussion in McKoon & Ratcliff, 2012, p 421). Wingfield, Aberdeen, and Stine (1991) and Pichora-Fuller, Schneider, and Daneman (1995) found that older adults benefited more from supportive context when asked to name words heard in noise than did young adults. Wingfield, Alexander, and Cavigelli (1994) asked participants to pronounce single words heard in noise. If they failed, a word of context was added; if they failed again, another word was added, and so on. Older adults improved with additional words as much as young adults. Cohen and Faulkner (1983) asked participants to make a lexical decision about the final word of a sentence. When the word did not fit the context well, older participants were slower than young participants, but when it did, facilitation was larger for the older participants. Rayner, Reichle, Stroud, Williams, and Pollatsek (2006; also Kliegl, Grabner, Rolfs, & Engbert, 2004) measured fixation times on words that did or did not fit their context and found that the difference between the two contexts was not significantly different.
The studies just reviewed are countered by others that show deficits in older adults’ contextual encodings. Craik and Byrd’s (1982) hypothesis was that older adults’ decreasing cognitive resources result in decrement of the extensiveness and depth of information they encode during reading, with the result that the information they encode is "less modified by the specific context in which it occurs" than is the case for young adults (p. 208; see also Light, Valencia-Laver, & Zavis, 1991). In accord with this, Dagerman, MacDonald, and Harm (2006) had participants listen to sentences up to an ambiguous word that occurred just before the last word. The last word disambiguated the ambiguous word and it was presented visually for naming. Young adults, but not older adults, were faster at naming the disambiguating word when it matched the context of the sentence than when it did not. In a large body of research (Federmeier, 2007; Federmeier & Kutas, 2005; Federmeier, Kutas, & Schul, 2010; Federmeier, McLennan, Ochoa, & Kutas, 2002; Wlotko et al., 2011; Wlotko & Federmeier, 2012; Wlotko, Federmeier, & Kutas, 2012; Wlotko, Lee, & Federmeier, 2010), Federmeier and colleagues have examined ERP signals, in particular the N400, as indicators of a reader’s use of context information. Older adults made less use of context than young adults, as shown by later and smaller N400 signals. (These results come with a caveat: the words are presented at a rate of 500 ms per word, considerably slower than words are usually read or spoken, and it might be that this is more disconcerting for the older than the young adults, and therefore it is this that leads to the N400 differences, not sentential context.)

Method

The were 32 participants, community-living adults with a mean age of 70.6 with a standard deviation of 6.2. None had been diagnosed as having MCI or AD. They were paid $20 for the 45-min experiment.

The materials, procedure, and design were the same as for Experiment 1 and we analyzed the data in the same ways. The RT and accuracy data are shown in Table 1.

Results

Like the college students, the older adults showed the matching effect. They were more
accurate, t(31)=3.0, p<.05 (mixed effect model t=5.6, p<.05), a mean difference of 0.036 (95% CI 0.011 to 0.059), for matching than mismatching sentences and their RTs were shorter, t(31)=−6.5, p<.05 (mixed effect model t=−4.8, p<.05), a mean difference of 91 ms (95% CI 63 to 120 ms). For all the conditions in the experiment, the older adults were slower but had similar accuracy to the college students (Table 1).

Experiment 3: Adults with Poor Reading Skills

Low-literacy adults have difficulties with many elements of comprehension. Studies have suggested difficulties with appropriately integrating pieces of information in a text with each other, integrating pieces of information with general knowledge, establishing appropriate causal connections among pieces of information, identifying the main ideas of a text, and establishing the referents of pronouns, and it has been suggested that difficulties like these can occur even when the reader has the requisite general knowledge with which to accomplish these processes. Results like these have been found in many studies, with a variety of paradigms, including studies by Barnes, Ahmed, Barth, and Francis (2015); Bowyer-Crane and Snowling (2005); Cain and Oakhill (1999, 2006); Cain, Oakhill, Barnes, and Bryant (2001); Cain, Oakhill, and Lemmon (2004); Garnham, Oakhill, and Johnson-Laird (1982); Laing and Kamhi (2003); Magliano and Millis (2003); Long and Golding (1993); Long, Oppy, and Seely (1994); Oakhill (1982, 1983, 1984, 1993, 1994); Oakhill and Yuill (1986); Oakhill, Yuill, and Donaldson (1990); Oakhill, Yuill, and Parkin (1988); Singer, Andrusiak, Reisdorf, and Black (1992); Todaro, Millis, and Dandotkar (2010); Whitney, Ritchie, and Clark (1999); and Yuill, Oakhill, and Parkin (1989).

The available literature also suggests that they may have difficulties with encoding meaning in a contextually relevant fashion. Gernsbacher, Varner, and Faust (1990) had participants read sentences with ambiguous final words, each followed by a test word for which participants were to decide whether or not it matched the meaning of the sentence. At 850 ms after the end of the sentence, skilled readers responded faster (relative to a control) to words representing appropriate meanings than words representing inappropriate meanings; poor readers did not. Henderson, Snowling, and Clarke (2013) had participants name pictures that were consistent or inconsistent with a preceding sentence. Skilled readers named consistent pictures
faster (relative to a control) than inconsistent pictures but poor readers did not. Merrill, Sperber, and McCauley (1981) used a Stroop task; skilled readers showed interference only on target words that were relevant to the context of a preceding sentence whereas less-skilled readers showed interference on both relevant and irrelevant target words. Perfetti, Yang, and Schmalhofer (2008; also Yang, Perfetti, & Schmalhofer, 2005) found that low-literacy adults were less able to integrate words in a text with each other than skilled readers. Hannon and Daneman (2004) used Barton and Sanford’s (1993) anomaly detection task in which participants read anomalous sentences like "The authorities were trying to decide where to bury the survivors" (of a plane crash); low-literacy readers were less likely to notice the anomaly.

Our intention for this experiment was to use the diffusion model approach in a manner analogous to the approach we used for older adults. Older adults’ slow responses to stimuli were shown in many paradigms to come from wider boundaries, not poorer drift rates. Whether low-literacy adults’ reading difficulties come from too narrow boundaries, slower nondecision processes, and/or poorer drift rates will significantly affect the development of literacy models.

**Method**

There were 32 participants who were paid $20 for the 45-min experiment. They varied from 21.7 years old to 79.2 years old, with a mean of 44.9 and standard deviation of 13.7. Their reading levels were measured by the TABE test, a widely used test of adults’ reading ability that is used in Adult Basic Literacy (ABLE) classes to determine reading grade levels. It consists of a series of texts, each with several paragraphs, on topics such as household cleaners, cell-phone purchasing plans, and "The Power of Color," with several multiple-choice questions for each. Scores on this test are translated into reading grade levels. For the ABLE students in our study, the students’ grade levels varied from 3.8 to 10.7 with a mean of 6.9 and a standard deviation of 1.9. (Note that the TABE test seems quite reliable in the context here: McKoon & Ratcliff, 2016, showed that scores on the TABE were correlated with drift rates from a lexical decision task 0.48.)

The materials, procedure, and design were the same as for the other experiments. We had constructed those materials with words familiar to the ABLE students, which we determined
with a lexical decision task. All the content words were tested with ABLE students who did not participate in the experiment described here. For each of a series of strings of letters, they were asked to decide as quickly and accurately as possible whether the string was or was not an English word. Words for which accuracy was less than 80% were not used in the stories. While lexical decision responses may not reflect the full meanings of words and they may not directly assess the possible "sluggishness" of word-level skills (e.g., Perfetti & Stafura, 2014, 2015), they do require at least some level of familiarity with the words.

Results

Like the college students and the older adults, and surprisingly given the literature reviewed above, the ABLE students showed the matching effect. Their responses were more accurate for the matching sentences than the mismatching ones, t(31)=2.5, p<.05 ((mixed effect model t=2.1, p<.05), a mean difference of 0.021 (95% CI 0.003 to 0.038), and they were faster, t(31)=-5.7, p<.05 (mixed effect model t=-5.1, p<.05), a mean difference of 110 ms (95% CI 71 to 150 ms).

Comparing Results Across the Three Groups of Participants

We conducted analyses of variance to compare the three groups. The main effect of matching versus mismatching test sentences was significant in accuracy (F(1,93)=24.2, p<.05, η²=0.120) and median RTs (F(1,93)=98.4, p<.05, η²=.035). Accuracy did not differ significantly across the three groups (F(2,93)=2.9, p>.05, η²=.084) but median RTs did (F(2,93)=44.5, p<.05, η²=.943). The differences between the two types of test sentences were not significantly different among the three groups for accuracy (F(2,93)=0.65, p>.05, η²=.014) or for median RTs (F(2,93)=1.83 (p>.05, η²=.038). With mixed effects modeling, for median RTs, the three groups differed (t=9.3) and there was a matching effect (t=10.3). For accuracy, there was an effect of group (t=-2.9) and there was a matching effect (t=-6.2).

The matching-mismatching differences cannot be directly interpreted because of scaling issues, especially for RTs. Combining the matching and mismatching conditions, median RT was 1128 ms for the college students, 1439 ms for the older adults, and 1692 ms for the ABLE
students. The matching effects were 67 ms, 91 ms, and 110 ms for the three groups respectively. It is for reasons like this that a model is needed to integrate accuracy and RTs into one, underlying, measure of differences among experimental conditions.

The categories of test sentences other than the matching-mismatching ones (shown in Table 1) showed significant differences among the three groups of participants. For sentences true according to a story (we combined data for true sentences from experimental and filler stories weighted by their numbers of observations, 80 and 48): RTs, $F(2,93)=31.77, p<.05, \eta^2=0.405$, and accuracy, $F(2,93)=19.11, p<.05, \eta^2=0.291$; for sentences false according to a story (combined in the same way): RTs, $F(2,93)=31.46, p<.05, \eta^2=0.404$, and accuracy, $F(2,93)=23.38, p<.05, \eta^2=0.334$; for sentences true according to general knowledge: RTs, $F(2,93)=32.81, p<.05, \eta^2=0.413$, and accuracy, $F(2,93)=16.83, p<.05, \eta^2=0.265$; and for sentences false according to general knowledge: RTs, $F(2,93)=12.78, p<.05, \eta^2=0.215$ and accuracy, $F(2,93)=39.63, p<.05, \eta^2=0.460$.

The Diffusion Model

In the Introduction, we stressed that the speed/accuracy tradeoffs individuals select prevent direct measurement of the knowledge they bring to bear in making decisions. In the great majority of studies we reviewed for older adults and for adults with poor literacy skills, the dependent variables were accuracy or RT, but not both. There have been no applications of models to distinguish tradeoffs from knowledge, that is, extract decision related factors from knowledge.

The three experiments described in this article showed the utility of the diffusion model (Ratcliff, 1978; Ratcliff & McKoon, 2008): it accounted for the data from the three experiments, at the level of individual participants, and it accomplished this for responses considerably slower than those that are typical for applications of the model (around 2.5 s vs 700 ms).

In this section, we describe the model. It is illustrated in Figure 1. Total RT is the sum of the time taken by nondecision processes, which are those that encode a stimulus and those that
execute a response, combined into the parameter $T_{er}$, and the time taken to make a decision. The top panel illustrates the decision process. The information from memory about a test sentence is accumulated over time from a starting point ($z$) to one or the other of two criterial amounts, or boundaries, one for "true" and one for "false." The stronger the information from memory, the higher the rate of accumulation, called drift rate, $v$. Drift rates for true sentences have positive values, moving from the starting point toward the upper boundary ($a$), and drift rates for false sentences have negative values, moving from the starting point toward the lower boundary ($0$). A response is executed when the amount of accumulated information reaches a boundary, $0$ or $a$.

The process of accumulating information is noisy. Three instances are shown in the figure. They have exactly the same mean drift rate but noise means that they approach the boundaries at different rates and that they sometimes reach the wrong boundary. This "within-trial" noise leads to the right-skewed distributions of RTs shown in the figure (Ratcliff, 1978, 2002; Ratcliff & McKoon, 2008; Ratcliff et al., 1999).

The stimuli of a particular condition in an experiment (e.g., contextually relevant test sentences, filler test sentences) are assumed to all have the same mean drift rate $v$. However, the value of drift rate for a particular condition is assumed to vary around its mean from trial to trial. This assumption comes from the notion that an individual cannot hold the mean value of drift rate exactly the same from one trial of a condition to the next (Ratcliff, 1978). For the same reason, it is assumed that there is trial-to-trial variability in the starting point (Laming, 1968) and in nondecision time (Ratcliff & Tuerlinckx, 2002).

The diffusion model has been validated many times (see Ratcliff & McKoon, 2008; Forstmann, Ratcliff, & Wagenmakers, 2016) and explains all aspects of two-choice data: accuracy, mean RTs for correct responses, mean RTs for incorrect responses, the shapes and locations of RT distributions, and the relative speeds of correct and incorrect responses. As shown in Figure 1, the model maps these data to underlying components of processing: drift rate ($v$), starting point ($z$), boundary separation ($a$), and nondecision time ($T_{er}$). In the figure, the data, on the left, are mapped through the model to give the values of the components, on the right.

The model’s parameters are a drift rate for each condition in an experiment that is
different in difficulty, the standard deviation in across-trial variability in drift rate, nondecision time, the range of nondecision time across trials, boundary separation, starting point, and the range of starting point across trials, plus a parameter to represent the proportion of responses that come from some process other than that of interest (e.g., lack of attention). We call these latter contaminant RTs and the proportion of them was less than 0.005 in the three experiments here.

We stress that the model is tightly constrained. The first and most powerful constraint comes from the requirement that the model fit the right-skewed shape of RT distributions that is almost always obtained (Ratcliff, 1978, 2002; Ratcliff & McKoon, 2008; Ratcliff et al., 1999). Second, across experimental conditions that vary in difficulty (and are randomly intermixed at test), changes in accuracy, RT distributions, and the relative speeds of correct and error responses must all be captured by changes in only one parameter of the model, drift rate. The boundaries cannot be adjusted as a function of difficulty because it would be necessary for the system to know which level of difficulty was being tested before the drift rate could be determined. Third, across experimental conditions that vary in speed/accuracy criteria (e.g., speed versus accuracy instructions), all the changes in accuracy, RT distributions, and the relative speeds of correct and error responses must be captured by changes in the settings of the response boundaries (and, empirically, there are also sometimes small changes in nondecision time).

Importantly, the model is identifiable and falsifiable. If data are simulated from the model and then the model is fit to the simulated data (accuracy and RTs), the parameters recovered from the data are within a percent or so of the parameters that were used for the simulation (e.g., Ratcliff & Childers, 2015; Ratcliff & Tuerlinckx, 2002). While it is relatively easy for the model to fit only mean RTs for correct responses and accuracy, and it can do so with a range of different parameter values (i.e., it would not be identifiable), it must also meet the three constraints just mentioned. Also, Ratcliff (2002) made up several sets of fake but quite plausible data and showed that the diffusion model failed (dramatically) to fit them. (Note that in most comparisons made so far, conclusions drawn from sequential sampling models other than the diffusion model, e.g., Usher & McClelland, 2001; Ratcliff, Thapar, Smith, & McKoon, 2005;
Donkin, Brown, Heathcote, & Wagenmakers, 2011, have been the same as those from the diffusion model.)

The reason in the model that an individual’s accuracy cannot be predicted from his or her speed or vice versa is that drift rates and boundary settings are separate from (and often independent of) each other. For example, for a given value of accuracy, an individual might set his or her boundaries close together and so respond quickly or he or she might set them farther apart and so respond slowly. It is this independence that allows the model to separate an individual’s speed/accuracy tradeoffs from the strength with which information has been encoded into memory. In the Discussion section below, we give examples of research that illustrates the power of the model to explain empirical data.

Fitting the Model to the Data

To fit the model to the data, the RT distributions were represented by 5 quantiles, the .1, .3, .5 (the median), .7, and .9 quantiles. The model was fit with a chi-square minimization method that is fully described in Ratcliff and Tuerlinckx (2002; Ratcliff & Childers, 2015). The correct and error RT distributions were weighted by the number of observations (because the chi-square method uses frequencies). The model was fit to each participant’s data individually and it was fit to the eight categories of data shown in Table 1.

Insert Tables 2 and 3 here

For all three experiments, there were 15 parameters for the model: a drift rate for each of the 8 conditions, boundary separation, starting point, nondecision time, the standard deviation in drift rate across trials, the ranges of variability in starting point and nondecision time across trials, and the proportion of contaminant RTs. The model parameters and SDs in the model parameters are shown in Table 2.

The first result is that the model fit the data well for all three experiments, as shown by the chi-square values in Table 2. The number of degrees of freedom was 73 (the number of conditions multiplied by 11 which is the number of bins for correct and error RTs between and outside the 5 quantiles minus 1 because the probabilities must add to 1 and minus the number of
parameters). This gives a critical chi-square value of 93.9 at the 0.05 level. The chi-square test is a very conservative test so, even when chi-square values are lower than twice the critical value (as a rule of thumb), the fit of the model to data is good (see Ratcliff, Thapar, Gomez, et al., 2004, for a discussion of model fitting and chi-square values). For the older adults, college students, and ABLE students, only 1, 2, and 3 participants, respectively, had chi-square values greater than 2 times the critical value. The best-fitting values for all the model’s parameters except drift rates are given in Table 2 and those for drift rates in Table 3.

The good fit of the model to the data for all three experiments is also shown in the plots in the Appendix where the x-axis is the data and the y-axis is the model’s predictions for each experimental condition for each participant. Figure 1 shows the plots for the ABLE students, Figure 2 for the college students, and Figure 3 for the older adults. There are about 250 data points for each plot, 32 participants with 8 conditions per participant. The x’s represent conditions for which there were fewer than 25 and more than 6 observations (data points with less than 6 observations were not plotted) and the o’s represent conditions for which there were more than 24 observations. The first plot in each figure shows the proportions of correct responses. For the college students and the older adults, there are only a few deviations greater than 5%. For the ABLE students, the model predicts lower values of accuracy than observed in the data for only a moderate number of responses. The other three plots in each figure show the 0.1, 0.5, and 0.9 quantiles of the RT distributions. For all of the participant groups, there are a modest number of cases for which the predicted 0.1 and 0.5 quantiles are lower than the data and for which the predicted 0.9 quantile is higher than the data. Many of the serious misses come from conditions with few responses (the x’s in the plots).

For each of the three groups of participants, the matching minus mismatching difference in drift rates was significant. T-tests showed that for college students, t(31)=5.0, p<.05, with a mean difference of 0.123 and 95% CI of 0.073 to 0.173; for older adults t(31)=6.1, p<.05, with a mean difference of 0.159 and 95% CI of 0.106 to 0.213; and for ABLE students, t(31)=3.9, p<.05, with a mean difference of 0.074 and 95% CI of 0.035 to 0.112.

Implicit in the good quality of the fit of the model to the data is that it separated those
elements of responding that mainly determined RTs from the information that was available from memory. The differences in RTs between the three groups of participants were mainly due to differences in their boundary settings and nondecision times (Table 2). The differences among the groups were significant for both, F(2,93)=14.84, p<.05, $\eta^2=.242$) for the distance between the two boundaries and F(2,93)=26.63, p<.05, $\eta^2=.364$ for nondecision times.

With boundary settings and nondecision times abstracted away, the information encoded in memory, that is, drift rates, can be directly compared among the college students, the older adults, and the ABLE students (Table 3). We conducted a two-way analysis of variance with participant group and matching/mismatching as the factors. Both main effects were significant, F(2,93)=14.48, p<.05, $\eta^2=.355$, and F(2,93)=76.79, p<.05, $\eta^2=.218$, respectively. The interaction was also significant, F(2,93)=3.36, p<.05, $\eta^2=.019$, with the matching/mismatching difference smaller for the ABLE students than the college students and older adults. This finding for the ABLE students could be interpreted as a deficit for them but it could also be a baseline effect; the percentage differences for matching-mismatching were 31%, 32%, and 45% for the ABLE students, college students, and older adults, respectively. If it is a baseline effect, then the ABLE students show no deficit. For the current experiments, it is not possible to decide between these explanations.

In the presentation of the diffusion model above, we emphasized that drift rates, boundaries, and nondecision time are independent components of processing and that this explains why an individual’s accuracy cannot be predicted from his or her speed and vice versa. If the components are statistically independent, then it follows that correlations among these parameters should not be large. Ratcliff et al., (2010) showed this for numerosity discrimination, item recognition, and lexical decision. For the three parameters for the three tasks, the nine correlations ranged from -0.26 to 0.05. For the three experiments reported here, averaging across the three groups and all the conditions in the experiments, boundary separation and nondecision time correlated 0.28, boundary separation and drift rate correlated -0.33, and nondecision time and drift rate correlated -0.18. Two of these correlations are a little higher than those reported in Ratcliff et al., but are still not large. They show that the model parameters are relatively
independent and they are capturing different aspects of the data.

Discussion

Summary of results. The data show similar levels of accuracy for older adults and college students but ABLE students were less accurate. The older adults were slower than the college students and the ABLE students were slower than the older adults. For the difference between the matching and mismatching sentences, accuracy and median RTs were similar for the three groups, but these cannot be used to interpret how well the three groups encoded contextually relevant meanings because of the scaling problem mentioned above: large differences in their baseline RTs. This is one of the reasons a model is needed to integrate accuracy and RTs into one, underlying, measure of differences among experimental conditions.

The diffusion model accounted for these effects. Boundary separation and nondecision time increased from college students to older adults to ABLE students. Overall, drift rates were similar for the older adults and college students, but lower for the ABLE students. The difference in drift rates between matching and mismatching sentences was similar for the college students and older adults, but smaller for the ABLE students. The latter might be because the ABLE students were less likely to encode contextually relevant meanings or because the baseline drift rates were different for them. However, the main point here is that the ABLE students did show encoding of contextually relevant meanings.

Why use the diffusion model?

The power of the model has been illustrated by its applications to studies with older adults (ages 65 to 90; Ratcliff, Thapar, & McKoon, 2010, 2011; Ratcliff, Thompson, & McKoon, 2015; Ratcliff, Thapar & McKoon, 2003; Ratcliff, Thapar, Gomez & McKoon, 2004; Ratcliff, Thapar & McKoon, 2004; Ratcliff, Thapar & McKoon, 2001). We discuss Ratcliff et al.’s 2010 study as an example. There were three tasks, numerosity discrimination, item recognition memory, and lexical decision, and three groups of participants, college students, 60-74 year olds, and 75-90 year olds. There were no differences among the three groups in accuracy for numerosity discrimination and item recognition; this would lead to the conclusion that there was
no age deficit in these tasks. For lexical decision, the college students’ accuracy was lower than that of the older adults; this would lead to the conclusion that they showed a deficit relative to the older adults. In contrast, RTs increased from the college students to the two groups of older adults for all three tasks, which would lead to the conclusion that there was an age deficit.

As we pointed out above, the diffusion model provided a resolution of this contradiction and in so doing, contradicts the long-held view that older adults have deficits in the information upon which decisions are made (for these tasks). Their drift rates were not significantly different from those of the college-age adults (except for a lower value for the college students relative to the older adults in lexical decision, see the same result in Ratcliff, Gomez et al., 2004). Drift rates are largely related to accuracy, and boundaries and to a lesser extent nondecision times are largely related to RTs. Accordingly, RTs increased across the groups as the separation of the boundaries increased and nondecision times became longer. The longer nondecision times for the older adults may reflect a deficit in stimulus encoding, response output, memory access, and/or translation of the stimulus representation to a decision-relevant representation. In contrast, boundary separation is under the control of the participant. It is set according to the preference of the participant and older adults set it more conservatively, reflecting their intent to make as few errors as possible (Starns & Ratcliff, 2010).

The model has also accounted for scaling effects across the differences between the conditions of experiments. One way to show this is by simulation: McKoon and Ratcliff (2012) used simulations of priming effects in lexical decision. The primed/unprimed difference in drift rates was held constant at .01 (0.3 and 0.2, respectively) and boundary separation was either 0.08 (about the smallest usually observed) or 0.25 (about the largest usually observed). With the smaller separation, the difference between primed and unprimed mean RTs was 9 ms. With the larger boundary separation, it was 77 ms. In the simulations, the accuracy difference between the conditions was about 9% for young adults and about 10% for older adults.

McKoon and Ratcliff (2012) also showed scaling effects with empirical data. College-age and 60-90 year olds were given lists of pairs of words to be studied, with the two words in a pair being related or not related to each other. After each list, the individual words of a pair were
tested, one immediately following the other, for item recognition ("was this word in the study list?"). If the two words of a pair had been related, responses were faster than if they had not been related, and this difference was about the same for the older participants as the college-age ones (though accuracy differences were larger for college age adults than older adults - about 6% versus 3%). The RT results suggest that memory for the relationship between the words of pairs was as good for the older adults as the college-age ones. However, application of the diffusion model showed that this was not the case. Instead, drift rates decreased with age. The finding that the RT difference between words from related pairs and words from unrelated pairs was not affected by age came about because the older adults set their separation between boundaries larger than did the college-age adults. (McKoon and Ratcliff showed a number of other results that disentangle accuracy and RT differences as a function of age through diffusion model analyses.)

The Diffusion Model and Experiments 1, 2, and 3

Experiment 1 and McKoon and Ratcliff’s 1988 experiment both show college students encoding meaning as it is contextually relevant, with different matching/mismatching stories in this experiment than McKoon and Ratcliff’s and more of them (80 vs 40). The diffusion model was not applied to the data from the earlier experiment and so a matching-mismatching effect on drift rate was not separated from participants’ boundary settings or nondecision times. In the experiment here, application of the model showed a significant effect on drift rates: "tomatoes are red" was better encoded in memory when its story discussed painting tomatoes than when it discussed rolling them.

The model was tested against the data for the older adults and the ABLE students in addition to the data for the college students. In all three cases, the model fit the data well and did so under all the usual constraints (e.g., right-skewed RT distributions; effects of difficulty explained by drift rates and not boundaries or nondecision times; relative speeds of correct and error responses).

As with the aging studies discussed above, the model found contextually relevant encodings by separating the speed/accuracy settings that an individual adopts from the
information that he or she encodes. For development of future theories about reading comprehension, it is essential to know to what extent individuals encode textual information—this is not possible without separating away individuals’ choices of speed/accuracy settings.

The model also resolved scaling issues. The median RTs for the mismatching test sentences were 1167 ms, 1482 ms, and 1686 ms, and the differences between matching and mismatching test sentences were 79, 86, and 111 ms, for the college students, older adults, and ABLE students, respectively. From these differences, it would appear that the ABLE students showed a somewhat larger matching-mismatching effect than the other two groups (although this difference was not significant). However, the RTs are quite different for the three groups. Transforming them (and accuracy) into drift rates, the pattern was reversed; whereas the matching-mismatching difference in RTs was larger for the ABLE students than the other two groups, the difference in drift rates was smaller, 0.074 for the ABLE students and 0.123 and 0.169 for the college students and older adults, respectively.

Two factors explain this. First, the ABLE students set their boundaries farther apart than the college students and the older adults. Figure 1C shows how moving boundaries farther apart increases the difference in RTs between two conditions. Second, baseline drift rates decreased from the college students and older adults to the ABLE students. Figure 1D shows how the same difference in drift rates between two conditions gives a larger difference in RTs for lower baseline drift rates than larger ones.

Importantly, the model fit the data separately for each individual participant, which means that, in future research, values of drift rates, boundary settings, and nondecision times can be correlated with scores on tests of other abilities that might affect comprehension such as IQ, age, and level of education, and scores on more comprehensive tests of comprehension such as the TABE (McKoon & Ratcliff, 2016). Discovering the relations among these measures may inform theories of reading comprehension and they may lead to better tailoring of written information to an individual’s skills or better tailoring of methods of teaching comprehension skills.

For the model, there were three key results never before demonstrated. One is that it was
successful with a sentence verification task; another is that it was successfully used with adults who do not have fluent reading skills; and the third is that it was successful with RTs considerably longer than has been the case for other paradigms to which it has been applied (means as high as 2.5 sec in the experiments here as opposed to the typical 500 ms to 1 s). All three of these findings point the way to future uses of the model by many researchers, in particular paradigms in which the test items are more than a single word--pairs of words, phrases, or sentences.

Implications for theories about older adults’ comprehension skills

If understanding which aspects of a word’s meaning are relevant in a given circumstance is central in reading comprehension (e.g., Perfetti & Stafura, 2015; Cromley & Azevedo, 2007), then it is critical to test it for older adults. The question is whether the ability to encode contextually relevant meanings declines with normal aging, something not investigated previously. The finding of a significant decline would impact theories of reading comprehension and it would have practical implications for how written information should be expressed for older adults. On the other hand, if there were no significant decline, as there was not in the experiment reported here, then the skills of normal older adults can serve as a benchmark against which the skills of MCI and AD patients can be compared.

Studies of context effects with older adults have produced mixed results, some indicating that they do encode meanings in a contextually relevant fashion and some that they do not, some using only RTs as the dependent variable and others using only accuracy as the dependent variable (see citations above). On the basis of this collection of results, it cannot be decided if theories of comprehension for older adults should or should not predict contextually relevant encoding of meanings.

Our study shows that older adults do encode contextually relevant meanings, or at least they do so in the circumstances of the stories we used. Their longer RTs relative to the young adults were due, in the main, to differences in their speed-accuracy criteria settings. Older adults are much more concerned about accuracy than young adults and so set their boundaries farther apart (Starns & Ratcliff, 2010, 2012). It should be mentioned here that speed/accuracy settings
might be reversed; instead of responding slowly to maximize accuracy, older adults might become frustrated by a task or they might become concerned that they are responding too slowly and so speed up, sacrificing accuracy.

Our finding conflicts with a number of hypotheses, mentioned above, that have been made about older adults’ general cognitive deficits. A deficit in short-term memory might mean that a word and the context that determines its meaning are not in short-term memory at the same time and so which meaning of a word is appropriate is not understood. An inability to bind one piece of information to another might have the same effect. A decrease in processing speed might mean that the time spent on a word and its context is not sufficient for them to be jointly encoded. A decrease in the ability to discard irrelevant information might preserve contextually irrelevant meanings. More specifically, our results could conflict with Craik and Byrd’s (1982) proposal that older adults are limited in the richness with which they encode words’ meanings and therefore limited in the extent to which context determines what they encode. Whether these hypotheses could be specified in enough detail to explain why older adults can encode contextually relevant meaning and whether there are sorts of meanings they cannot encode are open questions.

Implications for theories about low-literacy adults’ comprehension skills

In the Introduction, we emphasized that the number of people in the United States who have difficulty comprehending even the most basic textual information is unexpectedly large. Previous research (described above) has been interpreted as showing that these individuals have many sorts of difficulties, including integrating pieces of information with each other and with general knowledge, forming causal connections, and establishing connections between anaphors and their intended referents. Other studies (described above) have addressed the encoding of contextually relevant meaning specifically and they also have been interpreted as showing difficulties for low-literacy readers.

In contrast, our results demonstrate something that low-literacy adults can do: encode contextually relevant meanings. As with the older adults, we believe that the differences between our finding and earlier ones rest on our use of the diffusion model to explain accuracy and RTs
jointly and in so doing, separate the elements of decision-making from each other. The participants in our study were considered low-literacy because they were enrolled in ABLE classes. How to define this population more generally is a difficult question which future research should address.

Our findings also again illustrate how accuracy and RTs lead to inconsistent interpretations of data. For both accuracy and median RTs, the matching-mismatching difference in our experiment was about the same for the three groups of participants while their baseline RTs showed large differences; median RTs for mismatching test sentences were 1482, 1732, and 1167 ms for the older adults, ABLE students, and college students, respectively.

Another way to describe our result is that the ABLE students knew more than their accuracy scores indicated-- their matching-mismatching effect in accuracy was only 2%. This is especially salient because it is accuracy that has been used to observe correlations between comprehension skills and such individual difference measures as IQ, age, and scores on global tests like the TABE.

**Summary**

We reiterate here how important it is to understand what cannot be concluded from accuracy data alone or from RT data alone. Individuals who perform with the same speed may have differences in accuracy, and therefore differences in the information underlying their performance, and individuals with the same accuracy may have differences in speed, and therefore differences in the information underlying their performance. Measuring accuracy alone or RTs alone will almost certainly result in misleading interpretations of data (e.g., Ratcliff, Thapar, & McKoon, 2010, 2011; Ratcliff, Thompson, & McKoon, 2015).

We hope that the outlook on comprehension that we have adopted for this study, the focus on a particular kind of information necessary for full comprehension and a model-based approach to interpreting data, will be useful in identifying comprehension difficulties in ways that can better evaluate older adults’ reading skills and lead to better teaching methods for low-literacy adults.
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Figure Captions

Figure 1. A: an illustration of the diffusion process. The top panel shows three simulated paths with mean drift rate \( v \), starting point \( z \), and boundary separation \( a \). One process hits the top boundary quickly, another hits it later, and another hits the bottom boundary in error. The top panel also shows how the model predicts the right-skewed shapes of RT distributions: most processes hit the boundary quickly but some hit later. Drift rate is normally distributed across trials with SD \( \eta \), starting point is uniformly distributed with range \( s_z \), and nondecision time is uniformly distributed with range \( s_t \). B: an illustration of the mapping from RT distributions and accuracy to drift rates, boundary settings, and nondecision time. C: how an increase in boundary separation from \( a_1 \) to \( a_1 \) produces an increase in RT differences for a constant drift rate difference. D: how a constant difference in drift rates produces a larger RT difference if both drift rates are lower.

Figure 2. Plots of accuracy and the .1, .5 (median), and .9 response time (RT) quantiles for data (x-axis) and predicted values from fits of the diffusion model (y-axis) for correct responses for ABLE students. The o’s are for data with 25 of more observations and the x’s are for between 7 and 24 observations. Note that the scales on this figure and Figures 3 and 4 are different (in order to show the largest spread of points in each plot).

Figure 3. Plots of accuracy and the .1, .5 (median), and .9 response time (RT) quantiles for data (x-axis) and predicted values from fits of the diffusion model (y-axis) for correct responses for college students. The o’s are for data with 25 of more observations and the x’s are for between 7 and 24 observations.

Figure 4. Plots of accuracy and the .1, .5 (median), and .9 response time (RT) quantiles for data (x-axis) and predicted values from fits of the diffusion model (y-axis) for correct responses for older adults. The o’s are for data with 25 of more observations and the x’s are for between 7 and 24 observations.
### Table 1: Response Probabilities and Median RTs

<table>
<thead>
<tr>
<th>Condition and (Number of Observations per Participant)</th>
<th>ABLE students</th>
<th></th>
<th>College students</th>
<th></th>
<th>Older adults</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching (40)</td>
<td>0.951</td>
<td>1575</td>
<td>1796</td>
<td>0.982</td>
<td>1088</td>
<td>1346</td>
</tr>
<tr>
<td>Mismatching (40)</td>
<td>0.930</td>
<td>1686</td>
<td>1944</td>
<td>0.957</td>
<td>1167</td>
<td>1358</td>
</tr>
<tr>
<td>True from Matching-Mismatching Story (80)</td>
<td>0.827</td>
<td>2184</td>
<td>2678</td>
<td>0.904</td>
<td>1538</td>
<td>1841</td>
</tr>
<tr>
<td>False from Matching-Mismatching Story (80)</td>
<td>0.539</td>
<td>2389</td>
<td>2695</td>
<td>0.281</td>
<td>1778</td>
<td>1733</td>
</tr>
<tr>
<td>True from Filler Story (40)</td>
<td>0.787</td>
<td>2046</td>
<td>2370</td>
<td>0.904</td>
<td>1431</td>
<td>1782</td>
</tr>
<tr>
<td>False from Filler Story (40)</td>
<td>0.516</td>
<td>2313</td>
<td>2570</td>
<td>0.288</td>
<td>1716</td>
<td>1701</td>
</tr>
<tr>
<td>True from General Knowledge (80)</td>
<td>0.820</td>
<td>1937</td>
<td>2133</td>
<td>0.940</td>
<td>1378</td>
<td>1513</td>
</tr>
<tr>
<td>False from General Knowledge (120)</td>
<td>0.150</td>
<td>2413</td>
<td>2273</td>
<td>0.052</td>
<td>1564</td>
<td>1495</td>
</tr>
</tbody>
</table>
Table 2: Means and Standard Deviation in Model Parameters

<table>
<thead>
<tr>
<th>Participant group</th>
<th>a</th>
<th>T_{cr}</th>
<th>\eta</th>
<th>s_z</th>
<th>p_o</th>
<th>s_t</th>
<th>z</th>
<th>\chi^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABLE</td>
<td>0.263</td>
<td>1.260</td>
<td>0.088</td>
<td>0.060</td>
<td>0.003</td>
<td>0.788</td>
<td>0.150</td>
<td>135.8</td>
</tr>
<tr>
<td>College students</td>
<td>0.213</td>
<td>0.905</td>
<td>0.091</td>
<td>0.039</td>
<td>0.004</td>
<td>0.575</td>
<td>0.124</td>
<td>107.0</td>
</tr>
<tr>
<td>Mean</td>
<td>0.242</td>
<td>1.200</td>
<td>0.097</td>
<td>0.033</td>
<td>0.004</td>
<td>0.670</td>
<td>0.143</td>
<td>106.0</td>
</tr>
<tr>
<td>Older adults</td>
<td>0.036</td>
<td>0.291</td>
<td>0.021</td>
<td>0.052</td>
<td>0.003</td>
<td>0.131</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>ABLE</td>
<td>0.030</td>
<td>0.131</td>
<td>0.016</td>
<td>0.033</td>
<td>0.003</td>
<td>0.169</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>College students</td>
<td>0.042</td>
<td>0.169</td>
<td>0.028</td>
<td>0.027</td>
<td>0.013</td>
<td>0.175</td>
<td>0.029</td>
<td></td>
</tr>
</tbody>
</table>

Note. a=boundary separation, z=starting point, T_{cr}=nondecision component of response time, \eta =standard deviation in drift across trials, s_z =range of the distribution of starting point (z), s_t = range of the distribution of nondecision times, p_o = the proportion of contaminants.
<table>
<thead>
<tr>
<th>Participant Group</th>
<th>Match Mismatch</th>
<th>True from Match-Mismatch Story</th>
<th>False from Match-Mismatch Story</th>
<th>True from Filler Story</th>
<th>False from Filler Story</th>
<th>True from General Knowledge</th>
<th>False from General Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABLE College students Mean</td>
<td>0.502</td>
<td>0.379</td>
<td>0.122</td>
<td>-0.087</td>
<td>0.153</td>
<td>-0.087</td>
<td>0.187</td>
</tr>
<tr>
<td>Older adults Mean</td>
<td>0.514</td>
<td>0.355</td>
<td>0.131</td>
<td>-0.084</td>
<td>0.153</td>
<td>-0.075</td>
<td>0.178</td>
</tr>
<tr>
<td>ABLE College students SD</td>
<td>0.150</td>
<td>0.171</td>
<td>0.037</td>
<td>0.054</td>
<td>0.060</td>
<td>0.057</td>
<td>0.062</td>
</tr>
<tr>
<td>Older adults SD</td>
<td>0.157</td>
<td>0.160</td>
<td>0.047</td>
<td>0.050</td>
<td>0.085</td>
<td>0.057</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Table 3: Means and Standard Deviations in Drift Rates
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Model vs. Data
Drift rates \( v \) decrease, but drift rate differences \( \Delta v \) are equal.

Boundary separation increases from \( a_1 \) to \( a_2 \). \( \Delta RT_2 > \Delta RT_1 \)